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The Chinese Room 
by John Searle 

excerpted from: Minds, Brains, and Programs (1980) 

 
… I have no objection to the claims of weak AI, at least as far as this article is 

concerned. My discussion here will be directed at the claims I have defined as those 

of strong AI, specifically the claim that the appropriately programmed computer 

literally has cognitive states and that the programs thereby explain human 

cognition. … 

 

Suppose that I’m locked in a room and given a large batch of Chinese writing. 

Suppose furthermore (as is indeed the case) that I know no Chinese, either written 

or spoken, and that I’m not even confident that I could recognize Chinese writing as 

Chinese writing distinct from, say, Japanese writing or meaningless squiggles. To 

me, Chinese writing is just so many meaningless squiggles.  

 

Now suppose further that after this first batch of Chinese writing I am given a 

second batch of Chinese script together with a set of rules for correlating the second 

batch with the first batch. The rules are in English, and I understand these rules as 

well as any other native speaker of English. They enable me to correlate one set of 

formal symbols with another set of formal symbols, and all that ‘formal’ means 

here is that I can identify the symbols entirely by their shapes. Now suppose also 

that I am given a third batch of Chinese symbols together with some instructions, 

again in English, that enable me to correlate elements of this third batch with the 

first two batches, and these rules instruct me how to give back certain Chinese 

symbols with certain sorts of shapes in response to certain sorts of shapes given me 

in the third batch. Unknown to me, the people who are giving me all of these 

symbols call the first batch “a script,” they call the second batch a “story,” and they 

call the third batch “questions.” Furthermore, they call the symbols I give them 

back in response to the third batch “answers to the questions.” and the set of rules in 

English that they gave me, they call “the program.” 

 

Now just to complicate the story a little, imagine that these people also give me 

stories in English, which I understand, and they then ask me questions in English 

about these stories, and I give them back answers in English. Suppose also that after 

a while I get so good at following the instructions for manipulating the Chinese 

symbols and the programmers get so good at writing the programs that from the 

external point of view that is, from the point of view of somebody outside the room 

in which I am locked—my answers to the questions are absolutely indistinguishable 

from those of native Chinese speakers. Nobody just looking at my answers can tell 

that I don’t speak a word of Chinese. 

 

Let us also suppose that my answers to the English questions are, as they no doubt 

would be, indistinguishable from those of other native English speakers, for the 

simple reason that I am a native English speaker. From the external point of view—

from the point of view of someone reading my “answers”—the answers to the 

Chinese questions and the English questions are equally good. But in the Chinese 
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case, unlike the English case, I produce the answers by manipulating uninterpreted 

formal symbols. As far as the Chinese is concerned, I simply behave like a 

computer; I perform computational operations on formally specified elements. For 

the purposes of the Chinese, I am simply an instantiation of the computer program. 

 

Now the claims made by [proponents of] strong AI are that the programmed 

computer understands the stories and that the program in some sense explains 

human understanding. But we are now in a position to examine these claims in light 

of our thought experiment. 

 

1. As regards the first claim, it seems to me quite obvious in the example that I do 

not understand a word of the Chinese stories. I have inputs and outputs that are 

indistinguishable from those of the native Chinese speaker, and I can have any 

formal program you like, but I still understand nothing. For the same reasons, 

[a] computer understands nothing of any stories, whether in Chinese, English, or 

whatever, since in the Chinese case the computer is me, and in cases where the 

computer is not me, the computer has nothing more than I have in the case 

where I understand nothing. 

 

2. As regards the second claim, that the program explains human understanding, 

we can see that the computer and its program do not provide sufficient 

conditions of understanding since the computer and the program are 

functioning, and there is no understanding. But does it even provide a necessary 

condition or a significant contribution to understanding? One of the claims 

made by the supporters of strong AI is that when I understand a story in 

English, what I am doing is exactly the same—or perhaps more of the same—as 

what I was doing in manipulating the Chinese symbols. It is simply more formal 

symbol manipulation that distinguishes the case in English, where I do 

understand, from the case in Chinese, where I don’t. I have not demonstrated 

that this claim is false, but it would certainly appear an incredible claim in the 

example. Such plausibility as the claim has derives from the supposition that we 

can construct a program that will have the same inputs and outputs as native 

speakers, and in addition we assume that speakers have some level of 

description where they are also instantiations of a program. … 

 

[W]hat is suggested—though certainly not demonstrated—by the example is that 

the computer program is simply irrelevant to my understanding of the story. In the 

Chinese case I have everything that artificial intelligence can put into me by way of 

a program, and I understand nothing; in the English case I understand everything, 

and there is so far no reason at all to suppose that my understanding has anything to 

do with computer programs; that is, with computational operations on purely 

formally specified elements. As long as the program is defined in terms of 

computational operations on purely formally defined elements, what the example 

suggests is that these by themselves have no interesting connection with 

understanding. They are certainly not sufficient conditions, and not the slightest 

reason has been given to suppose that they are necessary conditions or even that 

they make a significant contribution to understanding. … 
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Now to the replies: 

I. The Systems Reply (Berkeley). “While it is true that the individual person who is 

locked in the room does not understand the story, the fact is that he is merely part of 

a whole system, and the system does understand the story. The person has a large 

ledger in front of him in which are written the rules, he has a lot of scratch paper 

and pencils for doing calculations, he has ‘data banks’ of sets of Chinese symbols. 

Now, understanding is not being ascribed to the mere individual; rather it is being 

ascribed to this whole system of which he is a part.” 

My response to the systems theory is quite simple: let the individual internalize all 

of these elements of the system. He memorizes the rules in the ledger and the data 

banks of Chinese symbols, and he does all the calculations in his head. The 

individual then incorporates the entire system. There isn’t anything at all to the 

system that he does not encompass. We can even get rid of the room and suppose he 

works outdoors. All the same, he understands nothing of the Chinese, and a fortiori 

neither does the system, because there isn’t anything in the system that isn’t in him. 

If he doesn’t understand, then there is no way the system could understand because 

the system is just a part of him. 

Actually I feel somewhat embarrassed to give even this answer to the systems 

theory because the theory seems to me so implausible to start with. The idea is that 

while a person doesn’t understand Chinese, somehow the conjunction of that person 

and bits of paper might understand Chinese. It is not easy for me to imagine how 

someone who was not in the grip of an ideology would find the idea at all plausible. 

Still, I think many people who are committed to the ideology of strong AI will in 

the end be inclined to say something very much like this; so let us pursue it a bit 

further. According to one version of this view, while the man in the internalized 

systems example doesn’t understand Chinese in the sense that a native Chinese 

speaker does (because, for example, he doesn’t know that the story refers to 

restaurants and hamburgers, etc.), still “the man as a formal symbol manipulation 

system” really does understand Chinese. … 

But the Chinese system knows none of this. Whereas the English subsystem knows 

that “hamburgers” refers to hamburgers, the Chinese subsystem knows only that 

“squiggle squiggle” is followed by “squoggle squoggle.” All he knows is that 

various formal symbols are being introduced at one end and manipulated according 

to rules written in English, and other symbols are going out at the other end. 

The whole point of the original example was to argue that such symbol 

manipulation by itself couldn’t be sufficient for understanding Chinese in any literal 

sense because the man could write “squoggle squoggle” after “squiggle squiggle” 

without understanding anything in Chinese. And it doesn’t meet that argument to 

postulate subsystems within the man, because the subsystems are no better off than 

the man was in the first place; they still don’t have anything even remotely like 

what the English-speaking man (or subsystem) has. Indeed, in the case as described, 

the Chinese subsystem is simply a part of the English subsystem, a part that engages 

in meaningless symbol manipulation according to rules in English. … 
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The example shows that there could be two “systems,” both of which pass the 

Turing test, but only one of which understands; and it is no argument against this 

point to say that since they both pass the Turing test they must both understand, 

since this claim fails to meet the argument that the system in me that understands 

English has a great deal more than the system that merely processes Chinese. In 

short, the systems reply simply begs the question by insisting without argument that 

the system must understand Chinese. … 

II. The Robot Reply (Yale). “Suppose we wrote a different kind of program … 

Suppose we put a computer inside a robot, and this computer would not just take in 

formal symbols as input and give out formal symbols as output, but rather would 

actually operate the robot in such a way that the robot does something very much 

like perceiving, walking, moving about, hammering nails, eating drinking – 

anything you like. The robot would, for example have a television camera attached 

to it that enabled it to ‘see,’ it would have arms and legs that enabled it to ‘act,’ and 

all of this would be controlled by its computer ‘brain.’ Such a robot would … have 

genuine understanding and other mental states.” 

The first thing to notice about the robot reply is that it tacitly concedes that 

cognition is not solely a matter of formal symbol manipulation, since this reply adds 

a set of causal relation with the outside world. But the answer to the robot reply is 

that the addition of such “perceptual” and “motor” capacities adds nothing by way 

of understanding, in particular, or intentionality, in general, to [the] original 

program. To see this, notice that the same thought experiment applies to the robot 

case. Suppose that instead of the computer inside the robot, you put me inside the 

room and, as in the original Chinese case, you give me more Chinese symbols with 

more instructions in English for matching Chinese symbols to Chinese symbols and 

feeding back Chinese symbols to the outside. Suppose, unknown to me, some of the 

Chinese symbols that come to me come from a television camera attached to the 

robot and other Chinese symbols that I am giving out serve to make the motors 

inside the robot move the robot’s legs or arms. It is important to emphasize that all I 

am doing is manipulating formal symbols: I know none of these other facts. I am 

receiving “information” from the robot’s “perceptual” apparatus, and I am giving 

out “instructions” to its motor apparatus without knowing either of these facts. I am 

the robot’s homunculus, but unlike the traditional homunculus, I don’t know what’s 

going on. I don’t understand anything except the rules for symbol manipulation. 

Now in this case I want to say that the robot has no intentional states at all; it is 

simply moving about as a result of its electrical wiring and its program. And 

furthermore, by instantiating the program I have no intentional states of the relevant 

type. All I do is follow formal instructions about manipulating formal symbols. 
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III. The Brain Simulator Reply (Berkeley and M.I.T.). “Suppose we design a 

program that doesn’t represent information that we have about the world, … but 

simulates the actual sequence of neuron firings at the synapses of the brain of a 

native Chinese speaker when he understands stories in Chinese and gives answers 

to them. The machine takes in Chinese stories and questions about them as input, it 

simulates the formal structure of actual Chinese brains in processing these stories, 

and it gives out Chinese answers as outputs. We can even imagine that the machine 

operates, not with a single serial program, but with a whole set of programs 

operating in parallel, in the manner that actual human brains presumably operate 

when they process natural language. Now surely in such a case we would have to 

say that the machine understood the stories; and if we refuse to say that, wouldn’t 

we also have to deny that native Chinese speakers understood the stories? At the 

level of the synapses, what would or could be different about the program of the 

computer and the program of the Chinese brain?” 

Before countering this reply I want to digress to note that it is an odd reply for any 

partisan of artificial intelligence (or functionalism, etc.) to make: I thought the 

whole idea of strong AI is that we don’t need to know how the brain works to know 

how the mind works. The basic hypothesis, or so I had supposed, was that … the 

mind is to the brain as the program is to the hardware, and thus we can understand 

the mind without doing neurophysiology. If we had to know how the brain worked 

to do AI, we wouldn’t bother with AI. However, even getting this close to the 

operation of the brain is still not sufficient to produce understanding. To see this, 

imagine that instead of a mono-lingual man in a room shuffling symbols we have 

the man operate an elaborate set of water pipes with valves connecting them. When 

the man receives the Chinese symbols, he looks up in the program, written in 

English, which valves he has to turn on and off. Each water connection corresponds 

to a synapse in the Chinese brain, and the whole system is rigged up so that after 

doing all the right firings, that is after turning on all the right faucets, the Chinese 

answers pop out at the output end of the series of pipes. 

Now where is the understanding in this system? It takes Chinese as input, it 

simulates the formal structure of the synapses of the Chinese brain, and it gives 

Chinese as output. But the man certainly doesn’t understand Chinese, and neither 

do the water pipes, and if we are tempted to adopt what I think is the absurd view 

that somehow the conjunction of man and water pipes understands, remember that 

in principle the man can internalize the formal structure of the water pipes and do 

all the “neuron firings” in his imagination. … 

*** 

Let us now return to the question I promised I would try to answer: granted that in 

my original example I understand the English and I do not understand the Chinese, 

and granted therefore that the machine doesn’t understand either English or 

Chinese, still there must be something about me that makes it the case that I 

understand English and a corresponding something lacking in me that makes it the 

case that I fail to understand Chinese. Now why couldn’t we give those somethings, 

whatever they are, to a machine? 
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I see no reason in principle why we couldn’t give a machine the capacity to 

understand English or Chinese, since in an important sense our bodies with our 

brains are precisely such machines. But I do see very strong arguments for saying 

that we could not give such a thing to a machine where the operation of the machine 

is defined solely in terms of computational processes over formally defined 

elements; that is, where the operation of the machine is defined as an instantiation 

of a computer program. It is not because I am the instantiation of a computer 

program that I am able to understand English and have other forms of intentionality 

(I am, I suppose, the instantiation of any number of computer programs), but as far 

as we know it is because I am a certain sort of organism with a certain biological 

(i.e. chemical and physical) structure, and this structure, under certain conditions, is 

causally capable of producing perception, action, understanding, learning, and other 

intentional phenomena. And part of the point of the present argument is that only 

something that had those causal powers could have that intentionality. … 

But the main point of the present argument is that no purely formal model will ever 

be sufficient by itself for intentionality because the formal properties are not by 

themselves constitutive of intentionality, and they have by themselves no causal 

powers except the power, when instantiated, to produce the next stage of the 

formalism when the machine is running. And any other causal properties that 

particular realizations of the formal model have, are irrelevant to the formal model 

because we can always put the same formal model in a different realization where 

those causal properties are obviously absent. … 

By way of concluding I want to try to state some of the general philosophical points 

implicit in the argument. For clarity I will try to do it in a question and answer 

fashion, and I begin with that old chestnut of a question: 

“Could a machine think?” 

The answer is, obviously, yes. We are precisely such machines. 

“Yes, but could an artifact, a man-made machine think?” 

Assuming it is possible to produce artificially a machine with a nervous system, 

neurons with axons and dendrites, and all the rest of it, sufficiently like ours, again 

the answer to the question seems to be obviously, yes. If you can exactly duplicate 

the causes, you could duplicate the effects. And indeed it might be possible to 

produce consciousness, intentionality, and all the rest of it using some other sorts of 

chemical principles than those that human beings use. It is, as I said, an empirical 

question.  

“OK, but could a digital computer think?” 

If by “digital computer” we mean anything at all that has a level of description 

where it can correctly be described as the instantiation of a computer program, then 

again the answer is, of course, yes, since we are the instantiations of any number of 

computer programs, and we can think. 
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“But could something think, understand, and so on solely in virtue of being a 

computer with the right sort of program? Could instantiating a program, the right 

program of course, by itself be a sufficient condition of understanding?” 

This I think is the right question to ask, though it is usually confused with one or 

more of the earlier questions, and the answer to it is no. 

“Why not?” 

Because the formal symbol manipulations by themselves don’t have any 

intentionality; they are quite meaningless; they aren’t even symbol manipulations, 

since the symbols don’t symbolize anything. In the linguistic jargon, they have only 

a syntax but no semantics. Such intentionality as computers appear to have is solely 

in the minds of those who program them and those who use them, those who send 

in the input and those who interpret the output. 

The aim of the Chinese room example was to try to show this by showing that as 

soon as we put something into the system that really does have intentionality (a 

man), and we program him with the formal program, you can see that the formal 

program carries no additional intentionality. It adds nothing, for example, to a 

man’s ability to understand Chinese. … 

“Could a machine think?”  

My own view is that only a machine could think, and indeed only very special kinds 

of machines, namely brains and machines that had the same causal powers as 

brains. And that is the main reason strong AI has had little to tell us about thinking, 

since it has nothing to tell us about machines. By its own definition, it is about 

programs, and programs are not machines. Whatever else intentionality is, it is a 

biological phenomenon, and it is as likely to be as causally dependent on the 

specific biochemistry of its origins as lactation, photosynthesis, or any other 

biological phenomena. No one would suppose that we could produce milk and 

sugar by running a computer simulation of the formal sequences in lactation and 

photosynthesis, but where the mind is concerned many people are willing to believe 

in such a miracle … 

 


